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QSAR Modeling on the Web. 
ChemBench: 

Free Online QSAR Modeling Tool 



Brief overview of QS[A,P,N,T]R 

progression 
• Experimental Data 

– Structure 

– Activity 

• Validated models of data 

– Descriptors 

– Statistical/machine learning techniques 

• Imputed data 

• Experimentally confirmed predictions 

• Reliable models to enable decision 

support (both in research and regulations) 

 

= pain 

= gain 
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Thousands of molecular descriptors 

are available for organic compounds 

constitutional, topological, structural, 
quantum mechanics based, 

fragmental, steric, pharmacophoric, 
geometrical, thermodynamical  

conformational, etc.  
 

- Building of models using 

machine learning methods 
(NN, SVM etc.); 
 

- Validation of models 
according to numerous 
statistical procedures, and 
their applicability domains. 
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Tropsha, A. Best Practices for QSAR Model Development, Validation,  
and Exploitation Mol. Inf., 2010, 29, 476 – 488 



Dearden JC et al., 2009, SAR and QSAR in Environmental Research, Vol. 20, Nos. 3–4, April–June 2009, 241–266. 

Published guidance on model development  and validation:  
J. Dearden’s  21 “how not to do QSAR” principles 



The OECD Principles of Model Validation* 
 

Fully implemented within our modeling workflow and within 
ChemBench, chembench.mml.unc.edu 

1.  A defined endpoint 

2.  An unambiguous algorithm 

3.  A defined domain of applicability 

4.  Appropriate measures of goodness-of-fit, 

robustness and predictivity 

5.  A mechanistic interpretation 

6. Proposed: Chemical structures should be curated 

and harmonized  (should be added!)  

*http://www.oecd.org/dataoecd/33/37/37849783.pdf 



M o d e l i n g   m e t h o d s  
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QSAR Modeling Workflow: the importance of 
rigorous validation 

1 2 3 5 4 

courtesy of L. Zhang 

Combi-QSAR  
modeling 

Datasets 

K-Nearest 
Neighbors (kNN) 

Random 
Forest (RF) 

Support Vector 
Machines (SVM) 

Dragon MOE 

Internal validation 
Model selection 

An ensemble of 
QSAR Models 

Modeling set 

External set 

D e s c r i p t o r s  

Evaluation of external 
performance 
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Tropsha, A. Best Practices for QSAR Model Development, Validation,  

and Exploitation Mol. Inf., 2010, 29, 476 – 488 

Fully implemented on CHEMBENCH.MML.UNC.EDU 

Virtual screening 
(with AD threshold) 

Experimental 
confirmation 

Data 
curation 



Data dependency and data quality 

are critical issues in QSAR modeling 

Florian Prinz, Thomas Schlange and Khusru Asadullah. Nature Rev. Drug 

Disc. Sep 2011  



Chemical Structure Curation 

•Quinine sulfate dihydrate 

•Pyridostigmine Bromide 

•Fenoprofen Sodium 

Chemical structures should be cleaned and standardized (duplicates removed, 

salts stripped, neutral form, canonical tautomer, etc) to enable rigorous model 

development 

 

Muratov, Fourches, Tropsha. Trust but verify. 
JCIM, 2010, 29, 476 – 488. 



QSAR modeling of nitro-aromatic 

toxicants  

-Case Study 1: 28 compounds tested in rats, 

log(LD50), mmol/kg. 

-Case Study 2: 95 compounds tested against 

Tetrahymena pyriformis, log(IGC50), mmol/ml. 

-Case Study 2: after the normalization of nitro groups R2
ext~0 increased to R2

ext~0.5 

Artemenko, Muratov et al. J. SAR QSAR 2011, 22 (5-6), 1-27. 

- Five different representations of nitro groups.  
-Case Study 1:  after the normalization of nitro groups 

R2
ext~0.45 increased to R2

ext~0.9. 

Even small differences in structure representation can 

lead to significant errors in prediction accuracy of 

models 

Data curation affects the accuracy  

(up or down!) of QSAR models 



Manual Curation of the ChEMBL database 
(following several automated steps)  

• Input: 190,068 compound-target measures in 
pairs of papers 
– Used values as published in ChEMBL 
– Converted to standardized pKi values 
–  Semi-automated (based on units and type of value 

reported) 

• 23,956 failed to be automatically converted 
– Mostly Log Ki or –Log Ki values but others 
– Manually examined papers representing ~70% and 

hand converted affinity value, except when data was 
being recycled/recited  

• Final: 178,317 total replicate pairs of values 

Fant et al, manuscript in preparation 



Frequency distribution plot for differences 
in pKi values (>1%)  for duplicates 



Note the peaks at integral pKi differences 

A Recurrent Pattern 



Cheminformatics Analysis of qHTS data 
over 17,000 compounds screened against five major CYP isozymes using 

In Vitro bioluminescent qHTS assay 

 J. Chem. Inf. Model., 2011,  

Nature Biotechnology, 2009,  



Duplicate analysis 

• Carried out by ISIDA/Duplicates program 

• 1,280 duplicate couples were found 

– 406 had a complete matching profile 

– 874 had profile differences 

– A total of 1,535 discrepancies were found in the 874 

duplicates couples CYP annotation: 

 

 
CYP2C19 CYP2D6 CYP3A4 CYP1A2 CYP2C9 

170 422 426 363 154 
# of 

discrepancies 

PROBLEM: CYP bioprofiles for some duplicates are  
dramatically different 
        Need biological curation!   



2C19 2D6 3A4 1A2 2C9 Supplier SID Tocris-0740 

-4.5 -6.2 -4.6 -4.4 -4.6 Tocris 11113673 CID_6603937 

-5 -5.6 -8 INA -4.4 Sigma Aldrich 11111504 CID_6603937 

2C19 2D6 3A4 1A2 2C9 Supplier SID 
Tanimoto 

Similarity 

5 Nearest 

neighbors 

5.5-  INA 4.5-  INA INA Tocris 11114071 0.98 6604862 

INA INA 5.1-  INA INA Sigma Aldrich 11112029 0.98 6604106 

INA INA INA INA INA Tocris 11114012 0.98 6604846 

INA 5.9-  4.8-  INA INA Sigma Aldrich 11112054 0.95 6604136 

INA 4.5-  4.7-  4.4-  INA Tocris 11113764 0.95 6604137 

6604862 

6604106 

6604846 

6604136 

6604137 

FALSE-POSITIVE 

Cytochrome P450 

Cytochrome P450 

Neighborhood analysis helps to choose correct value  
Case Study: structural duplicates found in NCGC CYP450 qHTS data 



Challenges with using most 

of the QSAR tools  

- Most are commercial; training sets 
are hidden; very few available online 

- Most make binary predictions (“is 

my compound  likely to be 
mutagenic?” yes/no; Few continuous 
(produce a number rather than a 
class) predictors are available (most 
for LD50, LC50, etc.) 

• Most predictors are of a “black 

box” variety (not transparent) 

• Typically, don’t consider  “domain 
of applicability ” 

Reviewed in: 
Rusyn et al Toxicological Sciences 127(1), 1–9 (2012) 
“Predictive Modeling of Chemical Hazard by 
Integrating Numerical Descriptors of Chemical 
Structures and Short-term Toxicity Assay Data” 



http://chembench.mml.unc.edu 

CHEMBENCH 



My Bench 





Upload Dataset 



Define External Validation Scheme 



Build Predictor (Model) 



Select Predictor(s) 

ACTIVITY TYPE TRAIN/TEST ACCURACY* 
Acute toxicity, rat category 295/74 0.80-0.82 
Acute toxicity, rat continuous 3472/3913 0.24-0.70 

Genotoxicity category ~4500/2000 ~0.85 
ER-alpha binding continuous 437/109 0.73 
ER-beta binding continuous 110/27 0.53 

MDR1 transport category 435/109 0.76 

Aquatic toxicity continuous 644/449 0.67-0.85 
Skin sensitization category 210/52 0.75-0.77 

5HT2B binding category 243/79 0.8 

Blood-brain barrier continuous 144/381 0.59-0.80 

Plasma protein binding continuous 995/422 0.66-0.68 



Select Dataset for Prediction 



Check Prediction Job Status 



Prediction Results 



Human Toxicity 

Cheminformatics 

Integration of chemical descriptors and biological data 
streams to improve model accuracy and interpretability 

(“modeling with descriptors”) 
Bioinformatics 

Over multiple 
biological 

assays 

Over multiple 
chemicals 



QSAR Table – biological (e.g.,  qHTS, 

gene expression, etc) descriptors 

ID Name Structure 
3T3 

9.2mkM 

3T3 

21mkM 
… 

SHSY 

92mkM 

1 Acrolein 0 0 … -92 

2 
2-Amino-4-
nitrophenol 

 

 

 

 

 

0 -22 … 0 

... ... … … … … … 

369 
Tebuco-
nazole 

 

 

 

 

 

 

 

-21 -24 … -18 

Descriptor #:      1            2           …    182 



68- 75% BAcc 

Hybrid models 

Chemical descriptors 
 

QSAR 
models 
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Data source: 

Hepatotoxicity 
(28 day) 

127 drugs 

55-61% 

BAcc 

Toxicogenomics 
models 

Toxicogenomics expression 
(24h) 

Top 400 genes 

Top 100 genes 

Top 30 genes 

Top 4 genes 

 2,923 genes 

Rank by 
differential 
expression 

69-78% 

BAcc 

  QSAR    <       Hybrid    <     Toxicogenomics 
 models           models                   models  

4 classification methods 
(RF, SVM, kNN, DWD) 

Low et al. (2011) Chem. Res. Toxicol. 24,1251-1262 
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Number of chemical descriptors 

300 

Good 
Toxicogenomics 
models 

Balanced Accuracy 

QSAR models 

Hybrid models 

Bad 

30 

Optimal 
toxicogenomics 
model 

Low et al. (2011) Chem. Res. Toxicol. 24,1251-1262 

 How predictivity varied with number of genes  
and number of chemical descriptors 



Problem: Conflicting predictions by  
QSAR and toxicogenomics models 
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●Toxic drug 
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Carbamazepine 
Distant biological neighbors 
Close chemical neighbors 
=> QSAR works better 

Caffeine 
Close biological neighbors 
Distant chemical neighbors 
=> TGx works better 

Solution: 
Learn from both 
sets of neighbors 
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Learning from similar compounds 
Traditional read-across predicts toxicity from chemically similar neighbors 

ToxMatch, EU 

QSAR Toolbox, OECD 

AIM, US EPA/OPPT 



Biological neighbors Chemical neighbors 

Chemical-biological read-across (CBRA) 
learns from both sets of neighbors 
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Bendazac 

Toxic 

0.790 

Phenytoin  

Non-toxic 

0.813 

Flutamide  

Toxic 

0.783 

Pemoline  

Non-toxic 

0.766 

Chloramphenicol  

Toxic 

0.776 

Phenylbutazone  

Non-toxic 

0.737 

Disulfiram  

Toxic 

0.770 

Phenobarbital  

Non-toxic 

0.721 

Phenylanthranilic acid 

Non-toxic 

0.767 

CARBAMAZEPINE

0.9 

0.8 

0.7 

similarity = 0.6 

Low et al. (2013) Chem. Res. Toxicol. In press. 

   

CARBAMAZEPINE 
Non-toxic 

Predicted as Non-toxic 

Predicted toxicity=-0.099 

correctly predicted  
as nontoxic 

incorrectly 
predicted as toxic 

Predicted toxicity =similarity-weighted average of toxicity values = 
 𝑆𝑖 ⋅ 𝐴𝑖
𝑘𝑏𝑖𝑜
𝑖=1 +  𝑆𝑗 ⋅ 𝐴𝑗

𝑘𝑐ℎ𝑒𝑚
𝑗=1

 𝑆𝑖
𝑘𝑏𝑖𝑜
𝑖=1 +  𝑆𝑗

𝑘𝑐ℎ𝑒𝑚
𝑗=1

 

conflicting predictions 



CBRA allows visual comparison  
of multiple compounds 

34 
Low et al. (2013) Chem. Res. Toxicol. In press. 



Balanced Accuracy Coverage

LD50

Ames

HepCarci

Heptox

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Balanced Accuracy 
0.0 0.2 0.4 0.6 0.8 1.0 

| | | | | | 

Rat Hepatotoxicity 

127 compounds 

85 genes 

Chemical 

Biological 

Hybrid 

Ensemble 

CBRA 

Rat Hepatocarcinogenicity 

132 compounds 

200 genes 

Chemical 

Biological 

Hybrid 

Ensemble 

CBRA 

Mutagenicity (Ames Test) 

185 compounds 

148 cytotoxicity assays 

Chemical 

Biological 

Hybrid 

Ensemble 

CBRA 

Rat Acute Toxicity (Oral LD50) 

122 compounds 

148 cytotoxicity assays 

Chemical 

Biological 

Hybrid 

Ensemble 

CBRA 

Results: CBRA consistently among the  
best models in 4 benchmark data sets 

35 Low et al. (2013) Chem. Res. Toxicol. In press. 



Chembench BARD Plugins  
(under development) 

• Take advantage of Chembench’s 
– well defined workflow 
– publicly available models 

• Complement BARD as data modeling tool 
• Three types of use 

– Create a model from BARD’s data 
– Run a virtual screening of a BARD dataset 
– Run a prediction on a single compound or any external 

library 

• Predictions/virtual screenings can be run using  
– A predictor you have built (“private”) 
– Publicly available predictors 

 
 



Creating and using a model 

Get experimental data  from BARD 

Create model in Chembench 
(random forest modeling with CDK 

descriptors) 

Use Chembench model for 
predictions 

compounds  (SMILES) & acitivities 

predictor id & external set accuracy  

Get compounds from BARD 

compounds  (SMILES) 

compounds  (SMILES) & predicted 
acitivities 



Using a public model 

Use Chembench model for 
predictions 

Get compounds from BARD 

compounds  (SMILES) 

compounds  (SMILES) & acitivities 
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